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Absztrakt: A tanulmany kézponti kérdése, hogy értelmezheto-e a biztonsag fogalma
emberek nélkiil. A biztonsag hagyomanyosan az emberi élet, egészség, jogok és bizalom
védelméhez kapcsolodik, azonban a technologiai fejlédés — kiilonosen a mesterséges
intelligencia és az autonom rendszerek térhoditasa — uj megkozelitést igényel. A kutatas
hipotézise szerint a biztonsdg két szinten értelmezhetd: rendszerszintii stabilitasként és
emberi értékalapu védelemként. A tanulmany bemutatja, hogy mig az elobbi a technikai
miikédés hibamentességére és integritasdra épiil, az utobbi a bizalomra, etikai feleldsségre
és jogi megfelelésre. A tanulmany ujszeriisége abban dll, hogy kiilonvalasztja ezt a két
szintet, mikdzben ramutat: a valodi biztonsag fogalma az emberi érdekekhez kotott, de a
technolégiai  fejlodés hatisira megjelenhet egy ember nélkiili, donadlloan miikédé
biztonsagfelfogas is.
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1 A biztonsag emberi és technikai értelmezésének
dilemmaja

Ahogy Giddens ramutat, a modern tarsadalmakban a biztonsag €s a bizalom egyre
inkdbb rendszerekbe vetett hitként jelenik meg, nem pedig kozvetlen emberi
tapasztalatként. Ez a ,reflexiv biztonsdg” a technologiai miikodés stabilitasaba
vetett bizalomra ¢épiil, amely az emberi felel6sséget részben kiszervezi a
rendszerekbe (Giddens, 1990).

A biztonsag emberek nélkiili értelmezése kiilonvalaszthaté az emberekhez kotédo
biztonsagtol, amely a bizalom és a védelem dimenzidjaban értelmezhetd. Mig az
emberhez kapcsolodo biztonsdg kdzéppontjdban a védelem erkodlesi és tarsadalmi
célja — az emberi élet, méltosag és jogok megdrzése — all, addig az emberek
nélkiili biztonsdg technikai értelemben a rendszer dnfenntart6 stabilitdsat jelenti.
Ez utobbi esetben a biztonsdg nem értékhez, hanem mikodéshez kotodik: a
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rendszer célja Onmaga fenntartdsa, nem pedig az ember védelme. E két
megkdzelités kozotti hatarvonal az autonom technologiak fejlédésével egyre
inkabb elmosodik. A biztonsag igy kettds értelmii fogalomma valik: egyszerre
jelenti a technikai miikodés folytonossagat és az emberi érdekek védelmét. A
kihivas abban rejlik, hogy a technikai stabilitds ne valjon &ncéliva, hanem
tovabbra is az emberi bizalom és feleldsség szolgalataban maradjon (Beck, 1992).

A biztonsag valodi tarsadalmi és szervezeti jelentése mindig az emberekhez
kapcsolodik. Itt a biztonsag az egyének életét, egészségét, jogait és adatait védi, és
szorosan kapcsolodik a bizalomhoz. Ez a dimenzi6 adja meg a biztonsag normativ
tartalmat: mit és kit kell védeni, mi szamit veszélynek, és hogyan kapcsolodik
mindez az etikai, jogi és tarsadalmi normakhoz.

A technikai, algoritmikus vagy gépi biztonsag felfoghatd ugy, mint a hibamentes
mitkodés, az onfenntartas és az integritas fenntartasa. JO példa erre egy autoném
rendszer, amely képes dnmagat védeni a hibas bemenetekkel szemben, vagy egy
kiberbiztonsagi architektira, amely akkor is miikddik, ha nincs kozvetlen emberi
feligyelet. Ez a biztonsag-értelmezés ,,0nmagéért vald”, és a rendszer
fennmaradasat célozza. Az autonom rendszerek képesek sajat integritasuk
fenntartasara.

A biztonsag ez esetben fogalmi kettdsség: értelmezhetd funkcionalis és normativ
értelemben. Ugyanakkor emberi perspektiva nélkiil nincs érték: a biztonsag
emberi értelmezés nélkiil puszta technikai jelenség. Durkheim szerint a tarsadalmi
stabilitds az emberi kapcsolatok biztonsagan alapul (Durkheim, 1893). A
szervezeti biztonsag €s a bizalom Osszefiiggése: a technikai védelem az emberek
bizalmat szolgalja. A biztonsag értelmezése emberek nélkiil erdsen korlatozott,
mert maga a ,,biztonsag” fogalom az emberi élethez, miikddéshez és bizalomhoz
kapcsolodik.

A két értelmezés (rendszerstabilitds és emberi biztonsadg) egymasra épil. A
technikai rendszerek 6nalld biztonsaga dnmagaban még nem indokolhatd, csak
akkor valik jelentdssé¢, ha az emberek biztonsagat €s bizalmat szolgalja.
Ugyanakkor egyre inkabb latszik, hogy egyes mesterséges intelligencia rendszerek
képesek lehetnek sajat ,,miikodési biztonsagukat” megorizni, fliggetleniil az
emberi jelenléttdl. Ez a tendencia 0j kihivast jelent a jog és az etika szamara.

A szervezeti biztonsag — legyen sz6 fizikai védelemrdl, kiberbiztonsagrol,
objektumvédelemrél vagy munkavédelemrél — mindig az emberek érdekeit
szolgalja: az alkalmazottakét, tigyfelekét vagy tarsadalmi kdzdsségekét. Az emberi
vonatkozas €és beavatkozas nélkiil a biztonsag absztrakcié maradna. A szervezeti
biztonsag lényege az aranyossag: mennyit aldozunk a védelemre, milyen
szabadsagot korlatozunk, milyen adatot gyijtink és hogyan hasznaljuk fel. E
mérlegelés értékelvii — nélkiilozhetetlen hozza az emberi kontextus. A tisztan
technikai optimalizacié kdnnyen valt ki bizalomvesztést és ellenallast, ami végso
soron épp a biztonsagot gyengiti.
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2 A technikai stabilitas mint biztonsagi paradigma

A rendszerszint{i biztonsag a technikai rendszerek 6nazonossaganak megérzésére,
hibamentes miikodésére és miikodési céljaik elérésére vonatkozd képesség. E
dimenzidoban a biztonsdg a megbizhatosag (reliability), rendelkezésre allas
(availability), integritas (integrity) és ellenalloképesség (resilience) mérhetd
mutatoival irhat6 le. Egy modern vallalati kdrnyezetben ezt a szemléletet tipikusan
az informaciobiztonsag (CIA-triad), a kiberbiztonsagi védelem, a fizikai
hozzaférés-vezérlés és az lizemeltetési folyamatok automatizalt monitorozasa
testesiti meg (Stallings, 2019; ISO/IEC, 2024; Von Solms & Van Niekerk, 2013).

Az autondém védekezésre képes rendszerek — példaul onbeavatkozo behatolas-
megeldz6é rendszerek (IPS), anomalia-alapu észlelok idovel a sajat miikddési
stabilitasukat tekintik elsddleges célnak. Ez létrehozza az ,,6nvédelmi rendszerek
paradoxonat”: minél jobban védi magat a rendszer, annal inkabb elszakadhat az
emberi céloktol. Egy tal agressziv automatizalt blokkolas példaul iizletileg kritikus
forgalmat is elvaghat (false positive), mikdzben a mérészamok szerint a rendszer
,biztonsagosabba” valt. A technikai biztonsag tehat konnyen elszakadhat az
emberi értektdl.

A gépi tanulassal miikodé védelmi rendszerek sokszor nem transzparensek. Ha
egy modell dontését nem lehet visszafejteni, akkor a szervezet nem képes jogilag
¢s etikailag felelésen elszamolni a kovetkezményekrél. Ez kiilondsen kockazatos
olyan szabalyozott teriileteken, ahol a dontések auditalhatosaga jogszabalyi
kotelezettség. A technikai verifikalhatosag hidnya kozvetleniil rombolhatja az
alkalmazottak és ligyfelek bizalmat.

A szervezetek gyakran elébb vezetnek be automatizalt védelmeket, mintsem
megfogalmaznak, pontosan milyen értékekhez kell ezeknek igazodniuk (pl.
szolgaltatas-folytonossag kontra adatintegritas). Ez ,,értékillesztési adossagot” hoz
létre: a rendszer formalisan biztonsagos, de a rosszul priorizalt célfiiggvény miatt
a szervezeti értékeket — hosszu tavu reputacio, jogkdvetés, felhasznaloi élmény —
sértheti.

A technikai biztonsdg minimalis feltétele az Onkorrekcio és a reziliencia: a
rendszer képes legyen hibatiirésre, gyors helyreallitasra ¢és kontrollalt
degradaciora. A reziliencia-centrikus tervezés (graceful degradation, chaos
engineering) abban segit, hogy a rendszer emberi beavatkozas nélkiil is
visszanyerje mitkodoképességét (Basiri et al, 2016; Hollnagel et al, 2006) — de ez
onmagaban tovabbra is csak stabilitds, nem pedig moralis értelemben vett
biztonsag. Ez a fajta dnkorrekcié nem helyettesiti az etikai feleldsséget, csupan
technikai stabilitast biztosit.
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3 Az autonom dontéshozatal felelosségi kérdései

A technikai rendszerek stabilitdsa csak addig nevezhetd biztonsagnak, amig az
emberi felelésség a dontési folyamat része marad. A tamado—védd dinamika
napjainkban  sokszor gépek koOzotti. Automatizalt exploit-kampanyokra
automatizalt észleldk és valaszok reagalnak. A tGlautomatizalas azonban az egész
rendszerre kiterjedé kockazatot hoz: egy rosszul tanitott detektor lancreakciot
indithat, amely a teljes szolgaltatast megbénitja. A szervezeti felelosség ilyenkor
nem harithatd a gépre: az ellendrizhetdség és a visszavonhatdsdg (,,human
override”) minden esetben kovetelmény kell, hogy legyen (Floridi & Cowls, 2021;
OECD, 2021; European Union, 2024.)

A, human-in-the-loop” (HITL) fogalom a mesterséges intelligencia és az
automatizalt dontéshozatal egyik kdzponti elve, amely szerint az ember a dontési
folyamatban nem kizarhatd, hanem aktiv feliigyeleti és korrekcios szerepet kell
betdltenie (Floridi & Cowls, 2021; OECD, 2021; European Union, 2024). A
biztonsag szempontjabol ez a modell azt jelenti, hogy a technologiai rendszerek
autonémiaja csak addig terjedhet, amig az ember megérzi a végsd dontési jogot €s
felelossegeét (OECD, 2021; DARPA, 2019).

A, human-in-the-loop-by-design” megkozelités szerint a rendszert mar
tervezéskor ugy kell kialakitani, hogy beépitett legyen az emberi dontés, korrekcid
és ctikai mérlegelés lehetdsége. Ez a szemlélet nemcsak technoldgiai, hanem
tarsadalmi elvaras is: a gép és ember kozotti biztonsagi felelosség kozds, nem
alternativ.

A humaén kontroll harom szintje kiilonithetd el: a ,,human in the loop” (az ember
minden dontést megeldzéen beavatkozik), a ,,human on the loop” (feliigyeletet
gyakorol és sziikség esetén modosit), valamint a ,,human out of the loop” (a dontés
teljesen autondm). A biztonsagi gyakorlatban az elsé két szint a kivanatos: az EU
mesterséges intelligenciarol szolo rendelete (Al Act, 2024) is el6irja, hogy a
kritikus dontésekben az embernek meg kell ériznie a beavatkozasi lehetdséget.

A szervezeti biztonsagban a HITL harom {6 funkciot tolt be: (1)
kontrollmechanizmus, amely az emberi jovahagyast és auditot biztositja, (2)
tanulasi visszacsatolas, mivel a gép az emberi korrekciokbol fejlodik, és (3) etikai
garancia, amely a dontések moralis hatterét adja. A ,,human feedback loop” ezért
nem csupan technikai, hanem etikai és jogi kategoria is (Floridi & Cowls, 2021).

A biztonsag hatékonysagat nem a gép—ember arany maximalizalasa, hanem a
szerepek helyes megosztasa noveli. A gép gyors, ismételhetd és faradhatatlan; az
ember képes kontextust, értéket €s aranyossagot mérlegelni. A ,,human-in-the-
loop” szerep azt jelenti, hogy az ember dont a hatarhelyzetekben, ¢és
visszavonhatja a gépi dontéseket, amelyek aranytalan sérelmet okoznanak.

A gépi dontések emberi felelGsség alol nem mentesitenek. A szervezeti integritast
tamogatd mechanizmusok — példaul a visszaélés-bejelentési csatorndk — épp azt
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biztositjak, hogy a biztonsagi incidensek és etikai vétségek kdvetkezménnyel
jérjanak. Az elszamoltathatosag a bizalom eldfeltétele: ha nincs felelds, nincs
biztonsag sem.

4 Emberi dimenzioju biztonsag

Az emberi dimenzié a biztonsag moralis tengelye: itt dol el, hogy a rendszer
stabilitasa valoban jot jelent-e valakinek. A szervezeti biztonsag nemcsak kiilsd
fenyegetések kivédésérél szol, hanem arr6l is, hogy a szervezet képes-e
kiszamithato, értékalapti moédon mikddni — ez hozza létre az alkalmazotti és
iigyfélbizalmat. A bizalom hidnya kozvetlen termelékenységi és reputacios
kockazat.

A bizalom tobb szinten is értelmezhetd: személyes (munkatirs—munkatars),
vertikalis (vezet6—munkavallalo) és intézményi (szervezet—stakeholderek). Mayer,
Davis és Schoorman integralt bizalommodellje alapjan a kompetencia, joindulat és
integritas észlelése teremti meg a bizalmat (Mayer et al, 1995). Ha a biztonsagi
gyakorlatok nem transzparensek, a munkavallalok a kontrollt ,,feliigyeletként” élik
meg, ami csdkkenti az elkdtelez6dést és a bizalmat. Az idealis biztonsag nem
lathatatlan, hanem érthetd és aranyos.

Schein szerint a kultira mélyben v feltételezésekbdl, deklaralt értékekbol és
lathaté mesterségesen létrehozott targyakbol all (Schein, 2010). Ha a mélyben az a
feltevés ¢él, hogy ,,az emberek jelentik a legnagyobb kockazatot”, a biztonsagi
rendszer ellenallast és rejtett megkeriilési praktikakat sziil (Schein, 2010). Ezzel
szemben az etikus, részvételi kultira a biztonsag feleldsségét megosztja: a
munkavallal6 nem targya, hanem alanya a biztonsagnak.

5 A biztonsag értékalapu ujraértelmezése

A biztonsag nem pusztan allapot, hanem érték: valami jo, mert valakit véd. A
mitkodési stabilitas — legyen az technikai, fizikai vagy kiberbiztonsagi rendszer —
onmagaban semleges jelenség. Csak akkor valik biztonsagga, ha az emberi érdek,
a méltosadg vagy a kozosség védelme tarsul hozza. A biztonsag tehat relacios
fogalom: mindig valakihez, valamihez viszonyitva nyer értelmet.

Ez a megkozelités elvalasztja a technikai biztonsagot a moralis biztonsagtol. Egy
rendszer lehet hibamentes, mégsem tekinthetd biztonsagosnak, ha kdzben emberi
jogokat, bizalmat vagy tarsadalmi értékeket sért. A biztonsag lényegéhez ezért
hozzatartozik a ,kinek az érdekében” és a ,,mitd1” kérdése. Emberi jelenlét nélkiil
nincs, akinek az érdekei sériilnének vagy védelmet igényelnének; a ,,veszEly” és
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»kar’ fogalmaknak nincs értelmezési referencidja. A gép szamara a hiba csak
eltérés a specifikaciotol, nem moralis rossz.

Ahogy Hans Jonas megfogalmazza: ,,A feleldsség mindig valakiért van, soha nem
onmagaért.” (Jonas, 1997) E gondolat a biztonsagra is érvényes: nincs feleldsség,
ha nincs védend6 1étezd. A biztonsag igy nem csupan cél, hanem értékalapu itélet
— az emberi k6z0sség dontése arrdl, mit akar megdrizni a jovO szamara.

Az értékek — élet, méltdsag, szabadsag, tulajdon — emberi konstrukciok és
tapasztalatok. A biztonsag ezek intézményesitett védelme. Ha kivessziik az embert
a képletbdl, a biztonsag fogalma a rendszerelmélet ,,stabilitasara” zsugorodik. A
két fogalom szinonimaként kezelése kategoriahibahoz vezet.

A biztonsag definicidja magaban foglalja a feleldsséget: ki dont, ki viseli a
kovetkezményeket, ki kap jovatételt? Ezek a kérdések csak az emberek vilagaban
értelmezhetdek. A gép nem felels, igy a ,,gépi biztonsag” legfeljebb miszaki
mindsitett allapot. Ebbdl kovetkezéen a technikai biztonsag Onmagaban nem
értékelhetd, csak az emberi célrendszeren keresztiil nyer jelentést. A human-in-
the-loop hidnya jogi és bizalmi deficitet okoz. A GDPR, az Ibtv. és az ISO 27001
szabvany is eldirja a dontési folyamatok elszamoltathatosagat, amit csak emberi
részvétellel lehet biztositani. Ha az ember kikeriill a dontésbdl, a rendszer
mitkod6képes maradhat, de elvesziti a biztonsag moralis és tarsadalmi értelmét —
,biztonsagos lesz, de nem emberi modon”. A human-in-the-loop ezért nem
egyszeri technikai kontroll, hanem a biztonsag emberi és erkdlcsi dimenzigjanak
garanciaja.

Kovetkeztetések

A filozofiai és ontologiai érvelés alapjan a biztonsag, mint fogalom ember nélkiil
elvesziti értékdimenzidjat, mert hianyzik beldle az, akinek az érdekeit védené. A
szervezeti biztonsag példajan keresztiil a dolgozat ravilagit arra, hogy a human
tényez0 a biztonsag moralis kdzéppontja, és hogy az emberi dontésképesség és
felel6sség nem valthaté ki algoritmusokkal. A tanulmany részletesen elemzi a
human-in-the-loop koncepcid szerepét, amely az emberi kontroll és beavatkozas
kiilonbdz6 szintjein keresztiill biztositja a technologiai rendszerek etikus
miikodését.

Az ember mint moralis kontrollmechanizmus biztositja, hogy a technikai
biztonsag ne valjon értéksemlegessé. A gép statisztikai, az ember erkolcsi
megfontolas alapjan dont. Az ember képes felismerni az aranytalansagot, a
méltanyossag hianyat, és érzékelni a tarsadalmi kdvetkezményeket. ,,Az emberi
felel6sség nem zarhato ki a dontésekbdl anélkiil, hogy el ne veszne az emberi
méltosag maga” (Arendt, 1958).

A biztonsag emberek nélkiil legfeljebb technikai stabilitasként értelmezhetd, de
valddi tarsadalmi értékként csak az ember altal nyer jelentést, vagyis emberek
nélkiil nem létezik biztonsag. Ha a képletbdl kikeriilne az ember, akkor gépek
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biztonsagardl sem beszélhetnénk, igy a biztonsag kizarolag emberi szinten lehet
hitelesen megfoghato és értelmezhetd.

Osszefoglalas

Az eredmények szerint a technikai biztonsag dnmagaban értéksemleges, és csak
akkor wvalik valodi biztonsagga, ha emberi érdekhez, feleldsséghez és
dontéshozatalhoz kotédik. A tanulmany kiilonvalasztja a technikai és moralis
biztonsag fogalmat, és ramutat, hogy a human-in-the-loop szerepe a jovo
biztonsagrendszereinek alapvetd etikai €s jogi garancidja. Az ember a biztonsag
értelmének kulcsa, amig a dontés a kezében marad

A mesterséges intelligencia és autondm rendszerek kora arra kényszerit
benniinket, hogy ujraértelmezziik a biztonsag fogalmat: a valodi biztonsag az
emberi értekek megdrzésében mérhetd. A technologia képes stabilitast teremteni,
de nem képes erkdlcsi dontéseket hozni. A biztonsag ezért mindig az emberi
dontésképesség, feleldsség és bizalom kozponti szerepe marad.

A jov0 biztonsagrendszereinek nem az a céljuk, hogy kizarjak az embert, hanem
hogy az emberi értékeket integraljak a technologiai folyamatokba. Ez az etikai
integracid6 nem pusztan moralis igény, hanem a rendszerek fenntarthatd
miikodésének feltétele.

Végs6 soron a biztonsag nem a gépek, hanem az emberek kozotti kapcsolat
stabilitdsa. A technoldgiai rendszerek csak addig nevezhet6k biztonsagosnak,
amig a mogottiik allo tarsadalom azokat igazsagosnak, elszamoltathatonak és
emberkozpontinak tartja.

A jovo biztonsagfilozofidja nem az ember kizarasara, hanem az emberi értékek
technologiai integralasara kell, hogy épiiljon.
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